SynR and SemR

LING 252 - Ethan Poole - 1 April 2020

1.1

1.2

Preliminaries
Intensionality
Basic assumptions

— Vanilla possible-world semantics

— wy = @ = actual world / world of evaluation

There are various conceivable compositional analyses to pair with a possible-world
semantics. For simplicity, let us limit our attention to two representative cases.
Scope theory’

— Intensional operators set the world at which the material in their logical scope is
evaluated.

— All elements have fully intensional denotations (a la Montague), e.g. determiners

are type ((e, (s, 1)), (e, (s,1)), (s,1)))-

World-pronoun theory®

— There are indexed world variables, which are represented in the structure by
world (or situation) pronouns.

— Intensional operators are associated with a A-operator that binds these pronouns.

— Predicates are associated with a world pronoun, whose value sets the world at
which the predicate is evaluated.

Interpreting traces

Standard interpretation procedure®

1. The moved element is interpreted in its landing site.
2. The launching site is replaced with a variable, typically of semantic type e.

3. That variable is bound by a A-operator inserted immediately below the landing
site of movement.

Syntactic assumptions
Following Heim and Kratzer (1998), let us assume that:

— The index of the moved element is copied immediately below the moved element
at LF—notated as A,,.

() LEDP[M[...t...]]

|

— This copied index is translated into a A-abstraction over that index via Predicate
Abstraction:

! Quine (1956); Montague
(1973); Ogihara (1996);
Keshet (2008, 2011)

? Percus (2000); Schwarz
(2012)

3 Beck (1996); Heim and
Kratzer (1998); Sauerland
(1998)



1.3

(2) a. Traces & Pronouns Rule
[t:]7 = g(D)
b. Predicate Abstraction

[[Ai $ 109 = hx . [p]90]

« Sometimes, it will be convenient (mainly for indicating types) to substitute copied-
index notation with representations of the A-abstractions that will eventually result:

(3) a. Actual under-the-hood syntax
LF: [ someone from Duluth | [ A; [ is likely [ # to win the lottery | ] ]

b. Convenient shorthand
LF: [ someone from Duluth | [ Ax, [ is likely [ x to win the lottery ] ] ]

Wh-question semantics

Remember that questions denote sets of answers:

(4) [which cat did Alex adopt] (wy) = Aps; . Ix[x is a cat Ap = Aw . Alex adopts x in w]

Classical compositional analysis
With varying amounts of decomposition:

(5) [[Wthh]] = }\P(e,st) )\Q(e,st) Aw }\pSl‘ . HX[P(X)(W) ANp = Q(x)]

= A technical problem

— Engrained in the classical analysis is the idea that the wh-phrase must move to
[Spec, CP] to achieve the intended interpretation.

~ With respect to reconstruction, this assumption will end up being problematic
on a purely technical level. We will not want to tie deriving the semantics of
wh-questions to having the wh-phrase in a particular position at LF . ..

— Also, the wh-restrictor does not have to be rigid .. .

— Also, there are wh-in-situ languages . ..

% A simple mostly-agnostic analysis

There is a question operator Q at the top of the structure, which, as part of its
meaning, binds a variable introduced by the wh-phrase:*

(6) a [QiCP)Y = Awhpy . 3x[p = [CP]L 7]
b. [which; NP]? = ux[x = g(i) A [NP] (x)]

Choose your own semantics!

Crucially, this analysis allows us to (more or less) abstract away from the question
semantics. It is easy to assign Q denotations that correspond to the various more-
developed analyses of wh-questions:

— Qis the wh-morpheme, which separates from the rest of the wh-phrase at LF, so
that the two may scope separately (Romero 1998).

— Q existentially binds the choice function introduced by the wh-phrase (Engdahl
1980, 1986; Reinhart 1997).

4 Baker (1970); Rullmann
(1995); Rullmann and Beck
(1998)



— Q ‘catches’ the focus alternatives that percolate up from the wh-phrase (Beck
2006; Beck and Kim 2006; Cable 2007, 2010; Kotek 2014, 2019).

2 SynR

% Syntax-centric approach (SynR)
Reconstruction effects are derived by placing the moved element back in its pre-
movement position at LF.

« Two SynR mechanisms
- LF-Lowering®

At LF, the moved element is actually lowered into its premovement position:

(7) LF:___ islikely [ [ someone from Duluth | to win the lottery ]

_______________________

- Selective copy interpretation®
Assuming copy-theoretic movement, the lower copy is interpreted, and the higher
copy is ignored:

> Chomsky (1976); May (1977,
1985); Cinque (1990)

% Chomsky (1993, 1995)

(8) LF: [ someonefromDuluth] is likely [ [ someone from Duluth | to win the lottery |

2.1 Scope reconstruction

+ Let us consider a scopally-ambiguous how many question:

(9) [How many books |; should Alex read ___1 this summer?
1 |
a. Surface-scope reading how many > should

For what number n: There are n-many (particular) books x such that Alex
should read x this summer.

b. Reconstructed-scope reading should > how many
For what number n: It is necessary for there to be n-many books x such
that Alex reads x this summer.

« Surface-scope derivation (both SynR and SemR)

(10) LF:Q, [ how, many books ] [ A; [ should [ Alex read t; | ] ]

a. [how, many books] = AP(, ;) . 3x[#x = n A "BoOK(x) A P(x)]

b. [[ A [ should [ Alex read #; ]]]] = Ay, . sHouLD(Alex reads y)

c. [how, many books] ([[ A; [ should [ Alex read t; ]1]])
= Ax[#x = n A *BOOK(x) A [Ay, . sHOULD(Alex reads y)](x)]
= 3x[#x = n A “BOOK(x) A sHOULD(Alex reads x) |



% Reconstructed-scope derivation

(1) LF: Q, [hew;manybeeks] [ should [ Alex read [ how, many books | | ]
{ |

a. [how, many books] = AP(, ;) . 3x[#x = n A *BoOK(x) A P(x)]

b. [Alex read [ how, many books || = 3x[#x = nA*Book(x)AAlex reads x]

c. [should] ([Alex read [ how, many books |])
= sHOULD(3x[#x = n A *Book(x) A Alex reads x])

« Note on GQs in nonsubject positions

— Here, I am abstracting over the common assumption that GQs cannot semantically
compose in nonsubject positions because the semantic types do not match.

— Under such an assumption, how many books would need to undergo a short step
of intermediate movement purely for type purposes.

- To derive the reconstructed-scope reading then, how many books would recon-
struct to this intermediate position:

(12) LF: Q, thewymanybeeks] [ should [ [ how, many books | [ A; [ Alex read t; | ]]]
1 i |

— This short movement step does not significantly change the derivation, and it
would be required on SemR as well.

2.2 Pronominal-binding reconstruction

« Under (classical) Binding Theory, a pronoun can only be bound if it is c-commanded
by its binder:

(13) a. [Every child ]; likes their;/, mother.
b. Her,y, child likes [ every mother J;.

« On SynR, this constraint is preserved. Interpreting only the lower copy puts the
pronoun in the c-command domain of its binder:

(14) LF: Q, [-which,oftheir;friends] [ [ every child |; [ A; [ #; see [ which,, of their; friends | ] ]
{ |

2.3 Referential-opacity reconstruction

« On the scope theory of intensionality

— Interpreting only the lower copy puts the moved element in the (logical) scope of
the intensional operator at LF.

— Because intensional operators determine the evaluation world for the material in
their scope, the moved element will be evaluated w.r.t. that intensional operator.

+ On the world-pronoun theory of intensionality
Interpreting only the lower copy puts the world pronoun in the scope of the inten-
sional operator at LF and thus allows it to be bound by the associated A-operator:



(15)  LF:Q, Awp {-whiehyeriminal] [ Alex want [ Aw, to date [ which, criminal,, /., ]]]
{ - | -

Note that on the scope theory, SynR only yields an opaque reading, while on the
world-pronoun theory, SynR allows both transparent and opaque readings.

SemR

Semantics-centric approach (SemR)
Reconstruction effects are derived using traces of higher-semantic types.

It is important to recognize that what matters for SemR is just that a higher-type-
trace analysis is in principle possible for each reconstruction effect. The specific
details will depend a lot on one’s underlying assumptions about semantics, so do
not hung up on what the “correct” analysis is.

Scope reconstruction

On SemR, scope reconstruction is achieved by using traces of type (et, t) (GQs):

(16) LF: Q, [ how, many books | [ A; [ should [ Alex read t; ] ] ]
a. [how, many books] = AP(, ;) . 3x[#x = n A *BoOK(x) A P(x)]
b.  [[ A1 [should [ Alex read #; ]]]] = AQ/s. ;) - SHOULD(Q(Az. . Alex reads z))

c. [[ A [ should [ Alex read t; ]]]] ([how, many books])
= SHOULD([)\P(e’t) . 3x[#x = n A *Book(x) AP(x)]](Az. . Alex reads z))
= sHOULD(3x[#x = n A *BooK(x) A [Az, . Alex reads z](x)])
= sHouLD(3x[#x = n A *BOOK(x) A Alex reads x])

The crucial step of the derivation to take note of is when the moved element combines
with the A-abstraction created by movement (16¢).

— Ordinarily, with a type-e trace, the moved quantificational element takes as
argument the A-abstraction.

- However, with a type-(et, t) trace, it is vice versa: the A-abstraction takes as
argument the moved quantificational element.

As with SynR, an intermediate step of movement might be needed for type purposes,
but this does not significantly change the derivation:

(17) LF:Q, [ how, many books ] [ AQ; ;) [ should [ @ [ Ax. [ Alexreadx ] ]]]]
i |

Pronominal-binding reconstruction
For the purposes of illustration, let us focus on functional readings.

Following Engdahl (1980, 1986), let us assume that these readings have meanings
like the following:



(18) [which picture of herself did no woman submit?]
= Mpst - If(e,e) [ VX[PICTURE-OF@ (f(x)) (x)] Ap = Aw . ~Ty[woMAN@ (y) A SUBMIT,, (f(x))(x)]]



3.3

The LF that would derive this meaning:

(19)  Qp [ whichy picture of herself | [ Agy ) [ no woman [ Ax, [ x submit g(x) ]]]]
(20) Hwhichf picture of herselfﬂ = f, where Vx[PICTURE-OFg (f(x))(x)]

This meaning is arguably too strong (see Heim 2012), but it serves to illustrate the
basic idea.

Layered traces

— Traces can be ‘layered’, i.e. have some internal content that facilitates function-
argument interpretation:

(@) [[tprop 117 = 9(1)(9(2))

— Note that something equivalent to a layered trace is required even on a SynR
approach, because functional readings are possible in the absence of overt bound
pronouns or anaphora:

(22) a. Which picture did no person submit?
b. their first picture, their favorite picture, their prom picture
— The SemR approach, however, has trouble capturing that bound pronouns force a

functional (or pair-list) reading.

Referential-opacity reconstruction

On the scope theory of intensionality

(23) [ DP(e,(s,t)).(5,2)) [ AQ((en(s.t)),(s,e)y [ -+~ think [ oo [Vie 0y Q1. 1111
a. [D]=APe (s,1)) MQqe,(s.)) Ass - D(Ax . P(x)(s)) (Ax . Q(x)(s))
b [every] = AP, (s 1)) AQqe, (s,1)) ASs - Vx[P(x)(s) = Q(x)(s)]
c. [think] = Xp(s’t) Axe Ass . Vs'[s" € accx(s) = p(s)]

On the world-pronoun theory of intensionality

(24) [ DP(g (er,r)y [ AQs.(ertyy [ -+ - think [As" [ ... Q(s") ... ]]]]]
a. [D]=2P 1) AQ(e,r) - D(P)(Q)
b. [ppAs[D[NPs]]]
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